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Scanning electron microscopy and atomic force microscopy

Scanning electron microscopy (SEM), optical microscopy and atomic force microscopy (AFM)

were used to measure the lengths and widths of nanowires (NWs). Example images for these

techniques are shown in Figure S1a-c. The SEM and optical results are obtained using the

systems described in the main paper. AFM was performed using a Nanosurf system in tap-

ping mode with a Tap190Al-G probe. The maximum heights of the NWs were measured and

the width was calculated by dividing the values by two, due to the triangular cross section.1

Histograms of these results are shown in Figure S1d,e.
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Figure S1: A summary of the geometrical characterisation and light coupling modelling of
NWs. Images of CsPbBr3 NWs taken using (a) SEM, (b) optical microscopy and (c) AFM.
(d) A comparison of the width measurements for NWs using different techniques, 252 NWs
were studied with SEM, 9350 using optical microscopy and 116 using AFM. (e) A comparison
of the NW lengths using SEM and optical microscopy, 337 NWs were studied with SEM and
11222 using optical microscopy. (f) The correlation between the height, estimated from the
PL peak energy, and the width for 7617 NWs. The shaded region represents the range of
NWs considered in this study. The dotted line is a guide to the eye for h = w/2. (g) The
normalised electric field distribution when exciting a NW from the top and bottom. (h) The
coupling strength of light into NWs with different widths when exciting from the top and
bottom.

The width distribution is comparable for SEM and AFM results, with median, and

standard deviation (SD), values of (1.2 ± 0.3) µm and (1.2 ± 0.4)µm respectively. This

provides evidence for the triangular cross sectional shape previously reported.1 The NW

widths for optical measurements are significantly larger, with median and SD values of

(2.2 ± 0.6)µm. These larger values are because the widths are of the same order as the

resolution of the optical microscope. To account for this a linear scaling was applied to the
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optical widths in order to replicate the SEM histogram.

The NW length distribution is similar for SEM and optical results: the median and SD of

the optical length was (21±1)µm and this was (18±1) µm in the SEM results. The distribu-

tion is bi-modal, with peaks at 9 µm and 24 µm in the optical measurements. The heights of

the NWs were also estimated using a previously determined empirical relationship between

emission energy when illuminating from the top and nanowire height.2 A polynomial was fit

to this previously reported data and applied to the PL spectra of 7617 NWs. The results of

this conversion are shown in Figure S1f. As the NW width approaches the diffraction limit,

the linear-scaling approximation breaks down due to an increase in the relative uncertainty

in the width. We determined a validity range for our linear-scaling by performing a series of

linear fits to the height-width relationship for different ranges of NW widths. We found that

the h = w/2 relationship holds for NWs wider than 1.06 µm, and thus we selected these wires

for further experimentation. These NWs represent 90% of the total population demonstrate

the consistency between results from previous studies on the same wires ,2 the AFM widths

(calculated from the height measurements) and the width calibration procedure using SEM

and optical microscopy.

For narrow NWs, the estimated height, and SE, is (0.15±0.10)µm less than that expected

from the h = w/2 relation. This may be because these wires lie close to the resolution limit of

the optical microscope: the width of the NWs in this region may therefore be over-estimated

and these wires were removed from any analysis.

Light coupling modelling

The coupling of light into the NWs was calculated using the quadratic finite-element-method

for different NW widths. A triangular cross section of an ideal NW was modelled in two

dimensions with widths ranging from 0.5 µm to 1.5 µm. The NW was sandwiched between a

sapphire substrate and the air. To account for the elliptical excitation spot, these calculations

were repeated for modelling spaces with widths of 8µm and 21µm, each representative of
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an axis of the ellipse. The calculations were also repeated for top and bottom illumination.

Example modelling geometries are shown in Figure S1g. The real and imaginary refractive

indices of the NW were defined as 2 and 0.32 respectively3,4 and the refractive index for the

sapphire was 1.77.5 COMSOL multi-physics was used to perform the calculations, using the

"electromagnetic wave, frequency domain (ewfd)" package to solve Maxwell’s equation in

three dimensions, given by Equation S1:

∇× (µ−1
r ∇× E)− ω2/c2o(ϵr −

jσ

ωϵo
)E = 0, (S1)

where E is the electric field, σ is the electrical conductivity, ω is the angular frequency, µr

and ϵr are the relative permeability and permittivity respectively. The results were averaged

for electric field polarisation in and out of the plane.

The simulation accounts for reflection and transmission of light at each interface, scatter-

ing and diffusion of light from the interfaces, and absorption of light in the NWs. An example

calculated electric field distribution is shown in Figure S1g. The proportion of the incident

light intensity which is absorbed by the NW was calculated by considering the difference in

intensity of the excitation and after the interaction. The intersection between a single NW

and the excitation spot will vary depending on the NW orientation: to approximate this

effect the result was averaged between the 8 µm and 21 µm configurations. To calculate the

light coupling strength, the absorption was divided by the absorption of a block of perfectly

absorbing material with the same dimensions as the NWs. The coupling strengths are shown

in Figure S1h. The bottom coupling also includes the reflectivity of the initial air/sapphire

interface at the bottom of the sample, calculated to be 0.077.

The coupling strength when illuminating from the bottom remains approximately un-

changed with wire width, with a value and SD of (0.91± 0.03) The coupling strength is high

due to smaller changes in refractive index at the two interfaces, reducing the Fresnel reflection

at the interfaces. The coupling is constant because light is normal to a flat interface, which
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is unchanged by changing the width. However, for top illumination the coupling strength is

0.78 for wire widths close to 1.5 µm and reduces for smaller widths. The reduced coupling is

partially due to enhanced reflection from a larger change in refractive index. Additionally,

scattering from the apex of the triangle increases for smaller NWs.

Carrier diffusion model

The measured properties of the NWs depends on where in the NW the photogenerated

carriers recombine. This recombination location affects the recombination energy, and thus

the measured bandgap, and impacts the recombination mechanism for the carriers (i.e. non-

radiative at traps or radiative). The distribution of recombination locations is determined

by the NW geometry and size, the carrier diffusion length and the effective thickness of the

surface layers. This is a complex 2-dimensional diffusion problem, with no trivial analytical

solution.

The recombination distribution is calculated for a NW using a Monte-Carlo approach. In

this method, 40,000 carriers are injected individually at random points on the top surface of

a NW cross section, which is equivalent to exciting carriers at the NW surface. A 2D grid of

positions with 5 nm spacing are generated to represent sites which carriers can occupy. After

each incremental time step, two random numbers are generated to determine the behaviour

of each carrier. The first number is checked against the carrier recombination probability to

establish if the carrier recombines. If recombination occurs, the carrier is removed and the

recombination position is recorded. The second number determines the nearest neighbour

site where the carrier moves. This process continues until each carrier recombines. This

produces a distribution of positions in the cross section where the carriers have recombined,

an example is shown in Figure S2a. The process is repeated for illumination from the bottom

by randomly placing carriers along the bottom interface, providing a carrier distribution as

shown in Figure S2b.

The Monte-Carlo simulations are repeated for a range of NW widths, carrier diffusion
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Figure S2: Summary of the results of the Monte-Carlo carrier diffusion model. (a) The
distribution of carrier recombination positions when illuminating from the top of a NW
with a width of 1 µm and a diffusion length of 0.15 µm. (b) The distribution of carrier
recombination positions when illuminating the bottom of the same NW. (c) The variation of
the carrier occupation factors at the surface, in the bulk volume and at the bottom interface
when illuminating the top of NWs with different widths. The mean separation between the
carrier recombination positions and the base is also shown. This calculation is for NWs with
a diffusion length of 0.15 µm and a surface thickness of 10 nm. (d) The carrier occupation
factors and mean separation when illuminating the bottom of the same NWs of different
widths. (e) The impact of changing the diffusion length when illuminating the top of a NW
with a width of 1 µm and a surface thickness of 10 nm. (f) The impact of changing the
diffusion length when illuminating the top of a NW with a width of 1 µm and a diffusion
length of 0.15 µm.
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lengths and surface thicknesses. In each case, the proportion of carriers that are within the

surface thickness from the top surface and bottom interface are calculated. The remaining

carriers are in the bulk volume of the NW. These occupation factors are used, along with the

geometrical volumes, to calculate the carrier densities in each of these regions. Additionally,

the mean separation between the carriers and the base of the NW is calculated, which

influences the effective recombination bandgap due to strain effects.

Figure S2c,d shows that, for a fixed surface thickness and diffusion length, when illumi-

nating from the top the majority of carriers recombine in the NW bulk volume (≈ 70%),

with a reduced amount at the top surface (≈ 20%) and even fewer from the bottom interface

(≈ 10%). This provides further justification to the assertion that the PL time decays show

recombination mainly from the bulk volume, and that top surface recombination is only

observed when exciting from the top of the NW. For narrow NWs the proportion of carriers

in the bulk reduces due to a reducing NW volume. Reducing the NW width also reduces

the carrier-base separation in a linear fashion.

When illuminating from the bottom, the majority of carriers again recombine in the

bulk volume (≈ 70%), but more carriers recombine at the bottom interface (≈ 20%) than

the top surface (≈ 10%). In these experiments there is a large contribution from carrier

recombination in the bulk volume, and a reduced contribution from recombination at the

top surface.

Figure S2e shows that, for diffusion lengths longer than the NW height (0.5 µm in this

case), the carrier distribution in the NW is uniform, and so the output parameters of the

model are unaffected by increasing the diffusion length. If the diffusion length is less than

the NW height, carriers can no longer diffuse throughout the NW and the distribution is

non-uniform, as illustrated in Figure S2a. This causes a higher proportion of carriers to be

trapped at the surface, close to where they are generated, reducing the number of carriers

in the bulk volume and at the bottom interface, and increasing the average carrier-base

separation.
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Figure S2f shows that changing the effective surface thickness causes a trivial change

in the occupation factors: a thicker surface increases the proportion of carriers at the top

surface and bottom interface, and reduces the number of carriers in the bulk.

The carrier diffusion length and surface thickness are fitting parameters in the carrier

recombination model, which aims to fit data from >8,000 NWs with different widths. Due

to limits in computational power, it is not feasible to include the full Monte-Carlo diffusion

calculation in the recombination model. To circumvent this, a machine learning (ML) model

is trained on the results from 13860 simulations of NWs with different widths, diffusion

lengths and surface thicknesses. This ML model is capable of predicting the occupation

factors and carrier-base separations with an error of <3%. Crucially, the ML model takes

≈ 90µs to make these predictions, and can therefore be incorporated into a nonlinear fitting

routine.

Photoluminescence Model

The room temperature photoluminescence spectra were measured using a home-built optical

microscope, a schematic is shown in Figure S3a. These spectra were fit with a model which

assumes that photogenerated carriers rapidly cool to the conduction and valence band edges

and occupy a thermal distribution. This is reasonable for CsPbBr3, as the cooling times

are significantly faster than the recombination times.6 Exciton effects can also be safely

ignored at these temperatures due to a small exciton binding energy.7 If it is assumed that

the thermal energy is large enough at room temperature such that the Fermi-Dirac carrier

distribution can be approximated by a Maxwell-Boltzmann distribution, the PL spectrum

can be estimated by Equation S2:

IPL(E) = G(E, σ)⊗B(E)exp
(
−E − E0

kβT

)
(S2)

where E0 is the average bandgap energy and B(E) is the joint density of states of the carriers.
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Figure S3: Optical spectroscopy and modelling of individual nanowires. (a) A schematic of
the home-made microscope. Laser excitation passes through a neutral density filter (ND)
and light reflects off a 50:50 beamsplitter onto a photodiode (PD) used to monitor the beam
power. Transmitted light is sent to an objective lens and sample stage. Light from the
sample is collected by the objective lens, is reflected by a beamsplitter, before being focused
into an optical fibre. Light from the sample is also focused onto a machine vision camera for
imaging. (b) Room temperature PL spectrum fit by Equation S2. The optical bandgap is
indicated, which lies between the minimum and peak emission energies due to inhomogeneity
in the NW. The Gaussian broadening term is also shown, which is the largest contributor to
the FWHM of the emission. (c) A room temperature PL time decay measurement, showing a
mono-exponential and bi-exponential fit to the data using Equation S4. The squared sum of
the residuals are 13.7 and 12.8 for mono and bi-exponential decays respectively. in this case
the bi-exponential fit is the most appropriate. (d) The power dependence of the PL lifetimes
extracted from PL time decay fits. The full circles show the results from a typical NW and
the open circles are taken from the NW with the largest fractional change in lifetime. The
full circles have been fit with Equation S5 for the surface and bulk decays.

9



In Equation S2, G is a Gaussian function with standard deviation σ. This approximates

the inhomogeneity in the NW via a convolution. A large source of this inhomogeneity is the

strain, which varies with distance from the surface.2 The strain modifies the bandgap and so

carriers which recombine closer to the NW/substrate interface will have a smaller PL peak

energy.

As these NWs have widths much greater than the Bohr radius,8 the density of states is

3-dimensional. A modification to this is required at emission energies below the bandgap

due to an exponential tail on the PL spectra. This is due to disorder on the atomic level

in the NWs giving rise to a small density of states below the bandgap known as an Urbach

tail, and is defined by an Urbach energy, EU .9 As a result, the density of states is given by

Equation S3:

B(E) =


A1

√
E − (E0 − dE), if E > E0 − dE.

A2exp
(

E−E0

EU

)
, if E < E0 − dE.

(S3)

where A1 and A2 are the amplitude of each component and dE is a small offset energy

required to connect the two energy regimes.

An example of a fit to a room temperature PL spectrum from a NW is shown in Fig-

ure S3b. The average bandgap is ≈15meV below the peak emission energy, and is ≈100meV

above the minimum emission energy. This is due to the large degree of inhomogeneity in

these samples. This inhomogeneity is the major cause of the width of the PL peak, as

illustrated by the Gaussian.

The Urbach tail is illustrated at the lowest energies in Figure S3b. The Urbach energy

is independent of wire width: it has a Gaussian distribution centred on (12± 2)meV, and is

comparable to the Urbach energy of CsPbBr3 single crystals, where an upper limit of 19meV

was previously determined by absorption measurements.10
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TCSPC Model

The room temperature PL time decays for each NW were measured using the same micro-

scope system. These decays were either mono-exponential or bi-exponential in shape. All

decays were fit with both a mono-exponential and a bi-exponential fit, given by Equation S4:

I(t) =


A1exp

(
−t
τ1

)
A1exp

(
−t
τ1

)
+ A2exp

(
t
τ2

) (S4)

where A is an amplitude factor and τ is the recombination lifetime for this mechanism. An

example of this fitting is shown in Figure S3c. To determine the overall shape of the decay,

the reduced chi-squared for each fit was compared, and the fit with the smallest chi squared

was selected. The integral under the fit was also calculated - which can be used to infer the

number of carriers recombining at the surface and in the bulk.

The laser excitation power was attenuated using an ND filter to measure the power de-

pendence of the lifetimes. This experiment was performed on 220 NWs when exciting from

the top. The same fitting procedure was applied to PL time decays at different excitation

powers, to determine the carrier density dependence of the PL lifetimes. As shown in Fig-

ure S3d, the recombination lifetimes increase above a threshold, PThresh, which differs at the

surface and the bulk. To account for this, a linear increase in the lifetimes was fit to the

data using Equation S5:

τ(P ) =


C, if P < PThresh.

C +m(P − PThresh), if P > PThresh

(S5)

where m is the slope of the variation, and C is a lifetime offset. This linear increase is

suitable because, as demonstrated in Figure S3d, we do not reach the photon flux required

to saturate all of the carrier traps.
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High throughput results

(a) (b) (c)N = 1533

(d) (e)

N = 3744 N = 220
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Figure S4: High throughput spectroscopy results of the NW population. (a) The variation of
the PL inhomogeneity parameter σ for NWs of different widths, when excited from the top
and bottom. (b) A histogram of the ratio of the integral of the TCSPC decays as determined
by Equation S6 for top illumination. (c) The flux threshold above which the PL lifetime
increases for both bulk and surface recombination, taken from fits to data from 220 NWs
such as those in Figure S3d. (d) The slope of the lifetime variation with increasing photon
flux above threshold, as described by Equation S10. (e) The variation of the recombination
IQE for NWs of different widths, when excited from the top and bottom, as predicted by
the model.

This section covers other results from the recombination model linking the PL, TCSPC

and power dependent measurements. All fits shown are generated from the same data-

constrained model as presented in the main paper and the quoted uncertainties are SEs.

The fits to the PL spectra provide the parameter σ, taken from the Gaussian convolution,

which is a measure of the degree of inhomogeneity in the wire cross section. σ was determined

for 1533 NWs when illuminating from the top and bottom. The variation of σ with NW width

is shown in Figure S4a. These results show that σ is consistently larger for top illumination,

with mean values of 27meV and 25meV for top and bottom illumination. This increased

homogeneity when from the top is further evidence for the bandgap gradient illustrated in
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Figure 1d,e: due to the triangular cross section, carriers generated near the air/NW interface

are more likely to recombine in areas of different bandgap, increasing the value of σ when

compared to carriers generated near the NW/substrate interface.

There is also a slight negative correlation between σ and NW width. The Pearson’s

correlation coefficients (r,p) are -0.1, 5E-5 and -0.08, 0.002 for top and bottom illumination

respectively. Therefore, the degree of inhomogeneity increases for thinner NWs. This reflects

a larger bandgap gradient across the NW cross section, which is a consequence of increased

lattice rotation effects in the thinner NWs, as determined from the PL measurements in

Figure 2a.

The fits to the TCSPC measurements can also be used to constrain the carrier populations

in the surface and the bulk. The integral of the separate mono-exponential components in

the PL time decays, IV and IS, are related to the carrier populations by Equation S6:

IV
IS

=
NV

NS

=
BV

BS

(S6)

where BV,S are the occupation factors for the bulk volume and surface. These values depend

on the NW width, carrier diffusion length and effective surface thickness, and are calculated

using the Monte-Carlo diffusion model. This fit is shown in Figure S4b. There is no trend

with optical width, due to the large degree of scatter in the data.

The power dependence of the PL lifetimes can also be used to constrain the model. The

measurements shown in Figure S3d were repeated for 220 NWs: Figure S4c,d shows that

both the threshold power density and lifetime slope are higher for bulk recombination, when

compared with the surface, and that neither of these vary with NW width.

These results can be explained by considering the density of unoccupied traps (nt,eff) and

free carriers, which are related to the trap density and the photon flux. At high photon

fluxes, the trap states begin to fill up, reducing nt,eff : this is shown as an increase in the

lifetime in Figure S3d. Both the threshold flux and the rate of change of the lifetime will be
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dependent upon the trap density at the surface and in the bulk. Equation S7,8 assume that

the threshold carrier density is proportional to the trap density:

nV,threshold = αVntV (S7)

nS,threshold = αSntS (S8)

where α is a proportionality factor. The threshold can be related to the threshold flux using

Equation 2 in the main paper. The effective density of traps is then reduced by the density

of carriers above this threshold. Equation S9 describes this for the bulk volume and top

surface:

nt,eff =


nt, if n < αnt.

(1 + α)nt − n, if n > αnt.

(S9)

The rate of change of the lifetime can be calculated by differentiating Equation 5,6 with

respect to the photon flux, resulting in Equation S10:

dt

dnflux

=
αktnt⟨abs⟩ B⟨wspot⟩ t2

V
(S10)

The fits to the lifetime thresholds (Figure S4c) and lifetime slopes (Figure S4d) are the

weakest part of the model. This is because these datasets have an order of magnitude fewer

objects than the others, and therefore have a reduced weight in the fitting routine. The

surface slope fit is within 1 σ of the data. The bulk slope fit fails to account for the large

spread in the data, resulting in a fit that is 1.1 σ away from the data. The threshold fits

provide the least accurate values that lie between 2.2 and 3.3 σ from the data. Nevertheless,

these fits are a useful way to further constrain the global model.

The model can calculate the recombination IQE for different widths: this is shown in

Figure S4e. When exciting from the top, the mean IQE extracted from the model is (0.7±

0.1)%. The IQE reduces with increasing NW width, due to a reduction in the radiative rate
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and an increase in the surface non-radiative rate. As shown in Figure 3, this is due to a

reduction in carrier density and a reduction in the number of saturated traps at the surface.

When the NW is excited from the bottom, the mean IQE increases to (5.8 ± 0.4)% due to

reduced top surface recombination.

Table S1: A summary of the multi-modal data-sets produced by the high-throughput spec-
troscopy methodology, and the equations which describe the component of the recombination
model which fits to each data-set.

Dataset NW region Illumination orientation Equation
PL bandgap Top 7
PL bandgap Bottom 7
TCSPC lifetimes Bulk Top 5
TCSPC lifetimes Surface Top 6
TCSPC lifetimes Bulk Bottom 6
TCSPC lifetime threshold Bulk Top S7
TCSPC lifetime threshold Surface Top S8
TCSPC lifetime slope Bulk Top S10
TCSPC lifetime slope Surface Top S10
IQE 8
Mobility 9

As shown in Figure 2 and S4, the model can fit the full multi-modal data-set. A summary

of the data-sets involved is provided in Table S1, and the output parameters are summarised

in Table S2. A flowchart showing the major connections in the model is shown in Figure S5.

The diffusion length of (0.25± 0.02)µm is smaller than the best in class values obtained

in previous studies.11–14 This may reflect the holistic nature of this study, which involves the

entire NW population, rather than focusing on the best performing. The effective surface

thickness is (6± 1) nm, which is roughly 10 atomic layers and is comparable to the exciton

Bohr Radius in this material (7 nm15).

The surface trap density is (7.1± 0.3)× 1016 cm−3, which is comparable to trap density

in the bulk ((8.6 ± 0.4) × 1016 cm−3). Despite this, the calculated non-radiative rate at the

surface is higher than in the bulk. This is partially due to the fact that the surface traps lie

within (6±1) nm of the surface, leading to a high areal density of (4.3±0.7)×1010 cm−2. The

surface rate constants are also higher: The non-radiative rate is (1.20±0.05)×10−24 cm6s−1,
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Figure S5: A flowchart summary of the holistic model. (a) The sensitivity of the measure-
ment to different NW regions, depending upon the illumination direction. (b) The major
connections between datasets, fitting parameters and derived parameters.

which is more than an order of magnitude larger than the bulk non-radiative rate of (4.4±

0.2) × 10−26 cm6s−1. This difference may mean that the surface traps are more likely to

capture carriers. This is likely because the carriers are initially generated at the surface

layer and are in close proximity to the surface traps. The rate for bulk recombination will

be reduced as carriers must first diffuse to these states, and hence trapping is less likely.

The radiative recombination rate is low in comparison to the nonradiative rates, this is

compatible with previous studies,16 and is expected for these NWs where carrier traps are

important.

The threshold trap density factor is a measure of the relative proportion of carriers,

relative to the trap density, that are required to start to saturate the traps. The value for

the bulk is (0.36 ± 0.02) , and it is (0.23 ± 0.01) at the surface. This suggests that a higher

proportion of carriers in the bulk are needed to saturate the traps: this result may be linked

to the recombination rate of trapped carriers, suggesting that this is higher in the bulk.
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Table S2: A summary of the fitting parameters used in the recombination model which was
applied to the multi-modal data-set.

Parameter Description Fit value unit
LD Diffusion length of minority carriers (0.25± 0.02) [µm]
Lsurface Effective thickness of surface layer (6± 1) [nm]
krV Radiative recombination rate in the bulk (7.5± 0.3)× 10−27 [cm6s−1]
ktV Nonradiative rate in the bulk (4.4± 0.2)× 10−26 [cm6s−1]
ktS Nonradiative rate at the surface (1.20± 0.05)× 10−24 [cm6s−1]
NtV Trap density in the bulk (8.6± 0.4)× 1016 [cm−3]
NtS Trap density at the surface (7.1± 0.3)× 1016 [cm−3]
αV Threshold trap density factor in the bulk (0.36± 0.02)
αS Threshold trap density factor at the surface (0.23± 0.01)
Eg Unstrained bandgap of the NW (2.37± 0.10) [eV]
T Bandgap shift due to tensile strain (64± 3) [meV]
Lrot Variation of bandgap due to lattice rotation (0.26± 0.01) [µm]
A Amplitude of bandgap due to lattice rotation (1.0± 0.1) [meV]

The unstrained bandgap was extracted to be (2.4 ± 0.1) eV, consistent with the litera-

ture,17 albeit with a large uncertainty. The tensile strain at the base was determined to be

(64± 3)meV. Literature values suggest that the bandgap shift with strain is 22meV%−1,18

therefore this model estimates that the interfacial strain is (2.9 ± 0.2)%. This is large

in comparison with the strain calculated from bulk lattice parameters (0.7%1). However,

the thermal expansion coefficient of the CsPbBr3 is an order of magnitude larger than

the sapphire, which will likely lead to additional strain during post-growth cooling.1 The

NW relaxes exponentially with distance from the interface with a characteristic length of

Lrot =(0.26± 0.01)µm, and amplitude of (1.0± 0.1)meV.

Temperature dependence of the photoluminescence

Temperature dependent PL was performed for NWs by mounting the substrate on the cold

finger of a Montana cryostation. The same laser and spectrometer, as used in the main

text, were also used to investigate the samples. The sample temperature was varied between

10K and 300K, refocusing the excitation spot at each temperature. The measurements were

performed when exciting the NWs from the top and bottom, looking at 2 NWs from the top
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(a) (b) N = 11N = 1024 (c)

Figure S6: Temperature dependent PL results of a small number of NWs. (a) PL spectra at
different temperatures for a single NW. (b) The estimated IQE of the same NW at different
temperatures. (c) The weighted mean of the room temperature estimated IQE of NWs when
exciting from the top and bottom.

and 3 from the bottom.

The PL spectra at different temperatures for a single NW when exciting from the top

are shown in Figure S6a. At low temperature, the majority of carriers will form excitons,

and recombination will be fast and highly radiative.19 As the temperature is increased,

the emission blueshifts by 42meV due to photon-phonon coupling.19 The excitons will also

dissociate and the recombination efficiency will decrease,12 and shallow trap states will be

activated.7 We assume that the absorption strength and hence excitation density does not

vary with temperature. This is likely valid for the excitation conditions used here (405 nm)

which is significantly above the band-edge and is therefore not strongly affected by excitonic

absorption.20 The ratio of the integrated intensity of the PL spectrum at low temperatures

and elevated temperatures can therefore be used to estimate the IQE. This calculation was

performed for the five NWs: the results for a single NW at different temperatures are shown

in Figure S6b.

The room temperature estimated IQE was calculated for each NW, and a weighted mean

was calculated: this is summarised in Figure S6c. When exciting from the top, the mean IQE

was (1.1±0.3)% - this is comparable to the predictions from the model, shown in Figure S4e.

Furthermore, when exciting from the bottom of the NWs, the mean IQE increased to (7 ±

1)%.These results are both consistent with and therefore verify the capability of the model

to predict optoelectronic properties of the NWs.
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